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Erik Brynjolfsson
Shinkyu Yang

Abstract

During the 1980s, the relationship between information technology (1T) and productivity
became a source of debate: the astonishing improvements in computers: underlying capabilities
proved dmost impossible to assessin terms of their effect on productivity. Fueled in part by the
emergence of empirica research on IT productivity that generaly did not identify sgnificant
productivity improvements, the perception that IT failed to live up to its promise prevailed.
Recent research is more encouraging, as new data are identified and more sophisticated
methodologies are applied. Severa researchers document I T’ s positive effect on productivity
performance. Additiondly, others approach IT's contribution from different perspectives,
examining its effect on intermediate measures, on consumer surplus, and on economic growth.
Consequently, our presumption of a*“productivity paradox” has diminished considerably.
However, acareful review indicates that unequivoca evidence till remains dusive, with new
questions emerging even as old puzzlesfade. This survey categorizes rdevant sudies into four
groups, identifies remaining productivity puzzles, and reviews four possible explanaions for
them: mismeasurement, lags, redistribution and mismanagement. The paper concludes with
recommendations for investigating each of these explanations, including more careful
gpplications of traditionad methodologies, as well as employment of aternative, broader metrics

of wdfare to assess and enhance the benefits of IT.

www.manaraa.com



TABLESOF CONTENTS

|. The " Productivity Paradox”—A Clash of Expectations and Statitics..........cccveveveeceereenen. 1
1. Research on the Productivity Effects of Information Technology...........cccovevererencniennnne 6
A. Economy-wide Productivity and Information Worker Productivity...................... 8
B. Industry-Level Studies of Information Technology Productivity ............cccccceveeee. 12
C. Firm-Levd Studies of Information Technology Productivity ...........ccceeeeveeenieennnne 16
D. Contribution to Consumer Surplus and Economic Growth............cccceeeveenennnne 23
[11. Remaining Paradox and Leading EXplanations............ccooveeeveeiinieneesie e 27
A, MEBSUrEMENT EXTOIS........oiiiiiiiiec e 29
B LS. verevereeeeeeeeseeeseseseeeeeeeeeseeee e s s ee st ee et s et se e s rereene 35
C. REISITDULION. ...t 37
DIV IS 107 07 0 < 107 0 SO SRRRRN 38
V. CONCIUSION. ..ttt b e bbb b et b b e e e st b s e e en e e 41
F S U 0110 07 /PSPPSR 41
B. Where DO We GO FrOM HENE? ..o 42
T U= TSR 48
2710110 7= o /S 56
Index of Tables
Table 1. Principad Empiricd Studies of IT and ProductiVity. .........cccceeveeieeiecce e, 7
Table 2: Sdected Investment Componentsin 1970 and 1993...........cccceveevevceeveereeceeseeenen, 9
Table 3: INAUSITY-LevE STUTIES. .......ooueiiiieeeee e 15
Table 4: Investment in Computers (OCAM) in the US economy..........cccceevereeneenenensiennen. 16
Table5: Firm-Level SIUAIES: SENVICES. .......ocueeriiieieieseree et 19
Table 6: Firm-Level Studies: Manufacturing and Cross SECLOr ..........ccvevveveceevieeseeseesieenee 22
Table 7: Growth Rates of Aggregate Output and Contribution of Factors...........cccccveceevuenee. 25

www.manaraa.com



Table 8: Studies on Contribution to Consumer Surplus and Economic Growth. .................... 27

www.manharaa.com




DRAFT 11/27/00 Information Technology and Productivity Page 1

|. The*Productivity Paradox”—A Clash of Expectationsand Statistics

Over the past decade, both academics and the business press have periodically revisited the so-
caled “productivity paradox” of computers. On one hand, ddlivered computing-power in the
US economy has increased by more than two orders of magnitude in the past two decades
(figure 1). On the other hand, productivity, especidly in the service sector, seemsto have
stagnated (figure 2). Despite the enormous promise of information technology (1T) to effect “the
biggest technological revolution men have known” [Snow, 1966], disillusonment and even
frugtration with the technology are evident in statements like “No, computers do not boost
productivity, at least not most of the time” [Economist, 1990] and headlines like “ Computer
Data Overload Limits Productivity Gains’ [Zachary, 1991].

Interest in the “productivity paradox”, as it has become known, has engendered a significant
amount of research. Although researchers andyzed Satigtics extensvely, they found little
evidence that information technology significantly increased productivity in the 1970s and
1980s. The results were aptly characterized by Robert Solow’ s quip that “you can seethe
computer age everywhere but in the productivity statistics”! and Bakos and Kemerer’ s[1992]
summation that, “ These studies have fueled a controversid debate, primarily because they have
failed to document substantia productivity improvements attributable to information technology
investments.”

Now, after researchers such as Brynjolfsson and Hitt [1993, 1995], and Lichtenberg [1995]
found firm-level evidence that IT investments earned substantid returns, the media pendulum has
swung in the opposite direction. Businessweek’s proclamation of “the productivity surge’ due

1 Robert M. Solow, “We d Better Watch Out,” New Y ork Times Book Review, July 12, 1987, p.36.
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to “information technology”2, and Fortune magazine s headline herdding the arriva of
“technology payoff’3 represent the latest trend.

A growing number of academic studies also report postive effects of information technology on
various measures of economic performance. As more research is conducted, we are gradualy
developing a clearer picture of the relationship between IT and productivity. However,
productivity measurement isn't an exact science. Our tools are till blunt, and our conclusions
not as definitive aswe would like. While one study shows a negative correlation between totd
factor productivity and high share of high-tech capital formation during 1968-1986 period
[Berndt and Morrison, 1995], another study suggests that computer capital contributes to
growth more than ordinary capita during the smilar period [Jorgenson and Stiroh, 1995]. Hitt
and Brynjolfsson [1994] report positive effects of I T based on output and consumer surplus
measures. On the other hand, Landauer [1995] de-emphasizes the findings of recent studies
and documents various cases of “the trouble with computers’. At this stage, the academic
research results are inconsstent on a number of dimensions, including measures of

performance, methodologies, and data sources.

Just as the business media s premature announcement of a*“productivity paradox” was out of
proportion to the more carefully worded academic research, the current cover stories on the
“productivity payoff” often overdate redity and overlook the limitations of the academic studies
on which they were based. Although progressin this area of research has been quite
subgtantia, a consensus about the relationship between I T investment and economic
performance eudes us. More than a decade ago, one of the earliest surveys concluded that we
gill had much to learn about measuring the effects of computers on organizations [Attewd | and

Rule, 1984]. A more recent survey aso reports a “ sobering concluson: our understanding of

2 Mandel, Michael J., “The Digital Juggernaut,” Businessweek, The Information Revolution, May 18, 1994,
Bonus Issue, pp. 22-31. Businessweek recently ran another cover story, “Productivity to the Rescue,”
October 9, 1995.

3 Magnet, Myron., “Productivity Payoff Arrives,” Fortune, June 27, 1994. pp. 77-84.

www.manaraa.com



DRAFT 11/27/00 Information Technology and Productivity Page 3

how information technology affects productivity either a the leve of the firm or for the economy
asawholeis extremdy limited” [Wilson, 1995].

This paper seeks to contribute to the research effort by summarizing what we know and don’t
know, by digtinguishing the centrd issues from peripherd ones, and by darifying the questionsto
be profitably explored in future research. Results and implications of different sudies should be
interpreted in the context of specific research questions. The question of aggregate economic
performance differs from the question of firm-level economic performance. Data sources, and
performance measures may aso depend on the level of aggregation. Even within the same leve
of aggregation, results may depend on different measures of performance or research methods.
While this review emphasizes economic approaches to both theory and empirics, it is hoped that
the process of reviewing studies of the productivity controversy will serve as a useful

gpringboard for examining other methodologies and the broader issues involved.

Asaprelude to the literature survey, it is useful to define some of the terms used and to highlight

some of the badic trends in the economics of IT.

Definitions

* “Information technology” can be defined in various ways. Among the most common
isthe BEA’s (U.S. Bureau of Economics Andysis) category “Office, Computing and
Accounting Machinery (OCAM) which congists primarily of computers. Some
researchers looks specifically at computer capita, while others consder the BEA's
broader category, “Information Processng Equipment (IPE).” IPE includes
communications equi pment, scientific and engineering indruments, photocopiers and
related equipment. Besides, software and related services are sometimesincluded in
the IT capitd. Recent sudies often examine the productivity of information systems
staff, or of workers who use computers at work.

« “Labor productivity” is caculated asthe leve of output divided by agiven leve of
labor input. “Multifactor productivity” (sometimes more ambitioudy caled “totd factor
productivity”) is caculated asthe levd of output for agiven levd of severd inputs,
typicaly labor, capitd and materids. In principle, multifactor productivity is a better
measure of afirm or industry’ s efficiency because it adjusts for shifts among inputs, such
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asanincrease in capitd intendty. However, lack of data often rendersthis
congderation moot.

* |n productivity calculaions, “output” is defined as the number of units produced times
their unit value, proxied by their “redl” price. Determining the red price of agood or
service requires the caculation of individud price “ deflators’, often using “hedonic”
methods, to eiminate the effects of inflation without ignoring qudity changes.

Trends:

* The price of computing has dropped by haf every 2-3 years (figure 3a and figure
3b).4 If progressin the rest of the economy had matched progressin the computer
sector, a Cadillac would cogt $5.91, while ten minutes' labor would buy ayear’ s worth
of groceries>

* There have been increasing levels of business investment in information technology
equipment. These investments now account for over 10% of new investment in capitd
equipment by American firms (figure 4, table 2).6

* Information processing continues to be the principa task undertaken by America's
work force. Over hdf the labor force is employed in information-handling activities
(figure 5).

* Overdl productivity has dowed significantly since the early 1970s and measured
productivity growth has fdlen especidly sharply in the service sectors, which account
for 80% of IT investment (figure 2, table 4). However, thereis some evidence of a
rebound more recently.

» White collar productivity statistics have been essentialy stagnant for 20 years (figure
6).

4 This relationship has been dubbed “Moore’s Law” after John Moore, who first documented the trend in
microprocessors. It iswidely projected to continue well into the next century. Inthelast 35 years, the
quality-adjusted costs of computing have decreased over 6000-fold relative to equipment prices outside the
computer sector [Gordon, 1987].

5 This comparison was inspired by the slightly exaggerated claim in Forbes [1980], that “If the auto industry
had done what the computer industry has done, ... a Rolls-Royce would cost $2.50 and get 2,000,000 milesto
thegallon.” The $5.91 Cadillac isbased on a price of $36,635 for a 1996 Sedan de Ville divided by 6203, the
relative deflator for computers. The grocery comparison is based on awage of $10 an hour and $10,000
worth of groceries, each in actual 1996 dollars.

6 Some studies estimate that as much as 50% of recent equipment investment is in information technology
[Kriebel, 1989]. This higher figure seemsto be partly due to a broader definition of IT. A discrepancy also
arises when recent investments are expressed in 1982 dollars, when I T wasrelatively more expensive. This
has the effect of boosting I T'sreal share over time faster than itsnominal share grows. The recent change
by BEA to achain-weighted index, instead of afixed-weight index, will largely aleviate this problem.
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These trends suggest the two central questions which comprise the productivity paradox: 1)
Why would companies invest so heavily in information technology if it didn't add to
productivity? 2) If information technology is contributing to productivity, why isit so difficult to

measure it?

In seeking to answer these questions, this paper builds on a number of previous literature
surveys. Much of the materia in section 1l and 111 is adapted from a previous paper by
Brynjolfsson [1993]. An earlier study by Crowston and Treacy [1986], identified 11 articleson
the “impact of IT on enterprise level performance’ by searching ten journas from 1975 to

1985. They conclude that attempts to measure the impact of IT were surprisngly unsuccessful,
and atribute thisto the lack of clearly defined varigbles, which in turn sems from inadequate

reference disciplines and methodol ogies.

A review of research combining information systems and economics, by Bakos and Kemerer
[1992], includes particularly relevant work in sections on “macroeconomic impacts of
information technology” and “information technology and organizationd performance’. Many of
the papers that seek to directly assess I T productivity begin with aliterature survey. The
reviews by Brooke [1992]; Barua, Mukhopadhyay and Kriebel [1991]; and Berndt and
Morrison [1995] were particularly useful. Most recently, the first part of Landauer’ s [1995]
book detalls research results surrounding the productivity puzzle. Wilson [1995] dso provides
ausgful survey of twenty articles.

Although this review considers about 150 articles, it cannot claim to be comprehensive. Rather,

it amsto clarify for the reader the principa issues surrounding I T and productivity, by
assimilating the results of a computerized literature search of 30 of the leading journasin both

www.manaraa.com



DRAFT 11/27/00 Information Technology and Productivity Page 6

information systems and economics,” and by induding discussons with many of the leading
researchersin this area, who helped identify recent research that has not yet been published.

The remainder of the paper is organized asfollows. The next section summearizes the empirica
research that has attempted to measure the productivity of information technology. Section lll
consders aspects of the productivity puzzle which remain unsolved in spite of recent sudies
confirming 1T’ s favorable impact on productivity. It classfies the explanations for the remaining
paradox into four basic categories and assesses the components of each. Section IV concludes

with summaries of the key issues identified and with some suggestions for further research.

Il. Research on the Productivity Effects of Information Technology

Productivity is the fundamental measure of a technology’s contribution. While mgor success
stories exist, S0 do equaly impressive failures. (See, for example [Kemerer and Sosa, 1991,
Schneider, 1987].) Thelack of accurate quantitative measures for the output and value created
by information technology has made the MIS manager’ sjob of evauating investments
particularly difficult. Academics have had smilar problems assessing the contributions of this
critical new technology, and sometimes this has been interpreted as a negative signd of itsvaue.

In the 1980s and early 1990s, disgppointment in information technology was chronicled in
articles disclosng broad negative correl ations with economy-wide productivity and information
worker productivity. Severa econometric estimates dso indicated low I T capital productivity in
avariety of manufacturing and service industries. More recently, researchers began to find

7 Thejournals searched included American Economic Review, Bell (Rand) Journal of Economics,
Brookings Papers on Economics and Accounting, Econometrica, Economic Devel opment Review,
Economica, Economics of Innovation and New Technology, Economics Journal, Economist

(Netherlands), Information Economics & Policy, International Economics Review, Journal of Business
Finance, Communications of the ACM, Database, Datamation, Decision Sciences, Harvard Business
Review, |EEE Spectrum, |EEE Transactions on Engineering Management, | EEE Transactions on Software
Engineering, Information & Management, Interfaces, Journal of MIS, Journal of Systems Management,
Management Science, MIS Quarterly, Operations Research, and Sloan Management Review. Articleswere
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posgitive relationships between I T investment and various measures of economic performance.

The principal empirica research sudies of IT and productivity arelisted in table 1.

Table 1: Principal Empirical Studiesof IT and Productivity

Cross-sector Manufacturing Services
Aggregate Level | Jonscher [1983], Morrison & Berndt [1991] Brand & Duke[1982]
Studies Jonscher [1994]
(Economy-wide | Baily [1986b], Baily & Berndt et al. [1992] Baily [19864]
and Industry- Chakrabarti [1988], Berndt & Morrison [1995]
level) Baily & Gordon [1988]
Roach [1987], Roach [1988], | Siegel & Griliches[1992] Roach [1987], Roach
Roach [1989b] [1989a], Roach[1991]
Brooke[1992] Siegel [1994]
Lau & Tokutsu[1992]
Oliner & Sichel [1994]
Jorgenson & Stiroh [1995]
Brynjolfsson [1995]
Micro-Leve Osterman [1986] Loveman [1994] Cron & Sobol [1983]
Studies Dos Santos[1993] Welll [1988, 1992] Pulley & Braunstein [1984]
Krueger [1993] Dudley & Lasserre [1989] Bender [1986]
(Firmsand Brynjolfsson & Hitt [1994] | Barua, Kriebel & Bresnahan [1986]
Workers) Mukhopadhyay [1991]
Hitt & Brynjolfsson [1994] | Brynjolfsson & Hitt [1993] | Franke[1987]
Brynjolfsson & Hitt [1995]
Lichtenberg [1995] Strassmann [1985]
Strassmann [1990]

Harris & Katz [1991]

Parsons et a. [1990]

Diewert & Smith [1994]

selected if they indicated an emphasis on computers, information systems, information technology, decision
support systems, expert systems, or high technology combined with an emphasis on productivity.
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A. Economy-wide Productivity and I nformation Worker Productivity

1. Thelssue

One of the core puzzlesin economics is the productivity dowdown that began in the early
1970s. Labor productivity growth dropped from about 2.5% per year for 1953-1968 to about
0.7% per year for 1973-1979. Multi-factor productivity growth, which takes into account
changesin capita, declined from 1.75% a year to 0.32% [Baily, 1986b]. Even after accounting
for factors such as the oil price shocks, changes in labor quality and potentid measurement
errors, most researchers il find an unexplained residua drop in productivity compared to the
fird haf of the post-war period. The sharp drop in productivity roughly coincided with the
rapid increase in the use of information technology (figure 1).

Jorgenson and Stiroh' s [1995] more recent growth accounting confirms thistrend. Their
caculation shows that average multifactor productivity growth dropped from 1.7% per year for
1947-73 period to about 0.5% for the 1973-1992 period. At the sametime, OCAM capita
as apercentage of dl producers durable equipment (PDE) investment rose from about half
percentage point in the sixties to 12% in 1993. The broader category of 1T capital, information
processing equipment (IPE), now condtitutes 34.2% of dl PDE investment (table 2). Although
productivity growth, especidly in manufacturing, has rebounded somewhat recently, the overdl
negative correlation between economy-wide productivity and the advent of computers drives
many arguments proposing that information technology has not helped U.S. productivity or even
that information technology investments have been counter-productive [Baily, 1986b).

Thislink was made more explicit by Stephen Roach’s[1987, 1988] research focusing
gpecificaly on information workers, regardless of industry. In the padt, office work was not
very cgpita intensve, but recently the level of information technology capita per (“white collar”)
information worker has begun gpproaching that of production capital per (“blue collar”)

production worker. Concurrently, the ranks of information workers have balooned and the
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ranks of production workers have shrunk. Roach cites statistics indicating that output per
production worker grew by 16.9% between the 1970s and 1986, while output per information
worker decreased by 6.6%. He concluded: “We have in essenceisolated America' s
productivity shortfal and shown it to be concentrated in that portion of the economy that isthe
largest employer of white-collar workers and the most heavily endowed with high-tech capitd.”
Roach’s andysis provided quantitative support for widespread reports of low office
productivity.8

Table2. Selected Investment Componentsin 1970 and 1993

($billion, current dollars)

Invest. Per centage of I nvest Per centage of
Item 1970 Fixed |. PDE| 1993 Fixed |. PDE
Fixed Investment 1481 100.0% 866.7 100.0%
Nonresidential Investment 106.7 72.05% 616.1 71.1%
PDE (nonresidential) 66.4 4483%  100.00% 4427 51.1% 100.0%
Information Processing 143 9.66% 21.54% 1515 17.5% 34.2%
OCAM 41 277% 6.17% 53.7 6.29%% 12.1%
Computer Equipment 27 1.82% 4.07% 47.0 54% 10.6%
Industrial Equipment 20.2 13.64% 30.42% 9.7 11.2% 21.8%
Transportation 16.1 10.87% 24.25% 104.2 12.0% 235%

Sources:  Survey of Current Business, July 1994; U.S. Bureau of Economic Analysis (1992, vol. 2. Tables 5.4 and 5.8);
adapted from Oliner and Sichel [1994].

Note: Information Processing Equipment: OCAM (office, computing and accounting machinery), communication
equipment, and scientific and engineering equipment.

2. Sze of the Puzzle

Because researchers and managers expect and sometimes experience revolutionary benefits
from IT investment, juxtaposing heavy IT investment growth and the productivity dowdown
makes for dramatic news. Upon closer examination, however, the darming correlation between

IT investment and lower productivity at the level of the entire US economy is not compelling

8 For instance, Lester Thurow [1987] has noted that “the American factory works, the American office
doesn’t”, citing examples from the auto industry indicating that Japanese managers are able to get more
output from blue collar workers (even in American plants) with up to 40% fewer managers.
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because so many other factors affect productivity and, until recently, computers were not a

mgor share of the economy.

Congder the following order of magnitude estimates. 1n 1992, IT capital stock (OCAM) was
equal to about 10% of GNP, when the base year is1987. If, hypotheticdly, IT were being
used efficiently and its margina product were 50% (exceeding the return to most other capita
investments), then the level of GNP would be directly increased about 5% (10% x 50%)
because of the existence of our current stock of IT. However, information technology capital
stock did not jump to its current level in the past year done. Instead, the increase must be
spread over about 30 years, suggesting an average annua contribution to aggregate GNP
growth of 0.15%. Thiswould be very difficult to isolate because so many other factors affected
GNP, especidly in the rdlatively turbulent 1970s and early 1980s. Indeed, if the margina
product of IT capita were anywhere from 0% to +65%, it would till not have affected
aggregate GNP growth by more than about 0.2% per year.® Comprehensive growth
accounting exercises ( See section I1.D. ) confirm the above back-of-envel ope estimation.

Thisisnot to say that computers have not had significant effects in specific aress, like
transaction processing, or on other characterigtics of the economy, like employment shares,
organizationd structure or product variety. Rather it suggeststhat very large changesin capita
stock are needed to measurably change tota output. Y et, asthe growth in information
technology stock remains strong and the share of the total economy accounted for by
computers is becoming quite substantia, we should begin to notice changes at the leve of
aggregate GNP.

In fact, for recent years the growth contribution of computer capital islarger as aresult of

accderated I T capital accumulation. Moreover, some recent studies report excessreturnon I T

9 In dollar terms, each white collar worker is endowed with about $10,000in I T capital, which at a50% ROI,
would increase his or her total output by about $5000 per year as compared with pre-computer levels of
output. Compare to the $100,000 or so in salary and overhead that it costs to employ thisworker and the
expectations for atechnological "silver bullet" seem rather ambitious.
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capita. Using various assumptions of excess returns on computer investment, Oliner and Sichel
[1994] show that the contribution may go up to 0.38% per year for 1984-1991 period.

Jorgenson and Stiroh [1995] report a dightly higher contribution; their numbers for 1979-1992
period are 0.38% - 0.52% per year. Infact, this productivity improvement may be involved in
the recent “jobless recovery” of the US economy.10 While abundant anecdota evidencein the
business press hints at | T-related productivity improvement, more careful studies are needed to

see the whole picture.

3. Information Workers with Computers

Asfor the apparent stagnation in white collar productivity, one should bear in mind that relative
productivity cannot be directly inferred from the number of information workers per unit output.
For ingtance, if anew ddivery schedule optimizer dlows afirm to subdtitute aclerk for two
truckers, the increase in the number of white collar workers is evidence of an increase, not a
decrease, in their rdative productivity and in the firm’s productivity as well. Osterman [1986]
suggedts that thisis why derica employment often increases after the introduction of computers,
and Berndt et d. [1992] confirm that information technology cepitd is, on average, a
complement for white collar labor even asiit leads to fewer blue collar workers. Berman,
Bound and Griliches [1994] dso find that “increased use of non production workersis strongly
correlated with investment in computersand in R&D.” Unfortunately, more direct measures of
office worker productivity are exceedingly difficult. Because of the lack of hard evidence,
Panko [1991] has gone so far asto cdl the idea of stagnant office worker productivity a myth,
athough he cites no evidence to the contrary.

Independent of itsimplications for productivity, growth in the white collar work force cannot be
blamed on information technology. Although amost haf of workers now use computersin their

jobs[Katz and Krueger, 1994], the ranks of information workers began to surge even before

10 We should note Oliner and Sichel’ s opinion about the recent productivity recovery. They assert that the
recent recovery iscyclical rather than computer-related, referring to Gordon [1993].
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the advent of computers [Porat, 1977 ]. Jonscher [1994] goes so far asto argue that causality
goes the other way: the increased demand for information enabled economies of scae and
learning in the computer industry, thereby reducing cogts.

In line with this argument, the unbaanced growth hypothess may provide a sensble economic
explanaion.11 Economic growth may dow down because of intrindgcaly dow technicd
progressin the white collar sector, sinceit isless subject to automation. Then why isthe white
collar sector’ s share in the economy growing? One possible answer is the higher income
eadticity (and lower price dadticity) of demand for services of this sector. This hypothess may
partidly answer our firgt research question: why are companiesinvesting so heavily in IT if it
doesn't add to productivity? They areforced to, a least in the developed countries. As
income level increases, people demand more services of white collar sectors. Since white collar
sectors are a'so prone to output mismeasurement, the story becomes more complicated. In
short, IT may not be a source of the productivity dowdown, but Smply aresponseto the
overdl transformation of the economy. Inthisview, IT isnot the culprit behind the productivity
dowdown, but a byproduct.

An important study of computer-using workers by Krueger [1993] indirectly supports this view.
He found computer-using workers earned 10% - 18% higher wages than non-users. 1n 1984,
24.6% of workers were using computers at work. By 1989, this number had grown to 37.4
%.12 Assuming that workers are paid according to their productivity, thisimplies that
computers at work increase the level of GDP by 3%.13  Although this number is not subgtantia
enough to compensate the annual 1% productivity dowdown after the early 1970s, it indicates
that information technology may actualy boost office worker productivity, which has decreased

as aresult of other factors.

11 See, for example, Baumol [1967], and Baumol, Blackman, and Wolff [1985].
12 K atz and Krueger [1994] report that this share of workers had risen to 47% by 1993.
13 396 = 0.7 x.0.1 x 37.4%, 0.1 is the excess marginal product, and 0.7 is the |abor share of GDP.
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B. Indugtry-Leve Studies of Information Technology Productivity

The last section has shown that contrasting the economy-wide productivity dowdown with
increasing IT investment is an obtuse gpproach, because so many other factors may intervene.
Going down to the firm-level helpsto control many problems from aggregation, but it is often
difficult to find data representative for the whole economy. Industry-level studies may provide
middle-of-the-road aternative. Table 3 summarizes some of the important studies. While earlier
dudiesfaled to identify pogtive effects of 1T, recent studies found more encouraging results.

We gsart with studies on service sectors.

It has been widdy reported that most of the productivity dowdown is concentrated in the
service sector [Schneider, 1987; Roach, 1987, 1991]. Before about 1970, service and
manufacturing productivity growth was comparable, but since then the trends have diverged
sgnificantly.14 Meanwhile services have dramatically increased as a share of tota employment
and to alesser extent, as a share of total output. Becalise services use up to 80% of computer
capitd (table 4), this has been taken asindirect evidence of poor information technology
productivity.

Roach’ swidely cited research on white collar productivity, discussed above, focused principaly
on IT’s performance in the service sector [1987a, 1989a, 1989b, 1991]. Roach arguesthat IT
is an effective subgtitute for labor in most manufacturing indugtries, but has paradoxically been
associated with bloating white-collar employment in services, especidly finance. He dtributes
thisto relatively keener competitive pressures in manufacturing and foresees a period of belt-

tightening and restructuring in services as they aso become subject to internationa competition.

14 According to government statistics, from 1953 to 1968, labor productivity growth in services averaged
2.56%, vs. 2.61% in manufacturing. For 1973 to 1979, the figures are 0.68% vs. 1.53%, respectively [Baily,
1986]. However, Gordon and Baily [1989] and Griliches[1994, 1995] suggest that measurement errorsin US
statistics systematically understate service productivity growth relative to manufacturing.

More recently, computers definitely have caused some divergence in the statistics on manufacturing and
service productivity, but for avery different reason. Because of the enormous quality improvements
attributed to the computers, the non-electrical machinery category (containing the computer producing
industry) has shown tremendous growth. Asaresult, overall manufacturing productivity growth has
rebounded from about 1.5% in the 1970sto 3.5% in the 1980s. See section I11.A of this paper.
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However, studies of manufacturing aso found evidence of a productivity paradox. Berndt and
Morrison have written two papers using a broader data set from the US Bureau of Economic
Anaysis (BEA) that encompasses the whole U.S. manufacturing sector. The first [Morrison
and Berndt, 1991], which examined a series of highly parameterized models of production,
found evidence that every dollar spent on IT delivered, on average, only about $0.80 of value
on the margin, indicating a generd overinvestment in IT. Ther second paper [Berndt and
Morrison, 1995] took a less structured approach and examined broad correlations of IT with
labor productivity and multifactor productivity, as well as other variables. This gpproach did not
find a sgnificant difference between the productivity of IT capital and other types of capitd for a
magority of the 20 industry categories examined. They did find that IT was correlated with
ggnificantly increased demand for skilled labor.

Siegel and Griliches [1992] used industry and establishment data from a variety of sourcesto
examine severd possible biasesin conventiond productivity estimates. Among their findings
was a positive smple correlation between an industry’slevel of investment in computers and its
multifactor productivity growth in the 1980s. They did not examine more structura approaches,
in part because of troubling concerns they raised regarding the reliability of the data and
government measurement techniques. Their findings seem contradictory to those of Berndt and
Morrison [1995]. However, Berndt and Morrison [1995] aso document positive correlations
between IT capitd and some measures of economic performance in the specifications where
cross-sectiona effects were emphasized. In addition, Berndt and Morrison’s level of
aggregation (two-digit SIC code) is broader than that of Siegdl and Griliches' (four-digit SIC

code).

Many researchers working on industry-level data express concerns about data problems, which
are often caused by aggregation. For example, the BEA datais mainly used for industry-leve
andysis, but it is subject to subtle biases due to the unintuitive techniques used to aggregate and
classfy establishments. One of Siegdl and Griliches [1992] principa conclusions was that
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“after auditing the industry numbers, we found that a non-negligible number of sectors were not
consgtently defined over time.”

Siegd’s[1994] recent paper is an attempt to tackle some aspects of data problems. He deds
with two possible sources of measurement error. The first kind of error occurs when computer
price and quantity are measured with error. The second source of error is more ddicate. He
observes that computers may exacerbate errors in the measurement of productivity: firmsinvest
in computers not only for cost reduction but also for quaity improvement. 15 Asthe latter is not
fully taken into account in the traditional gatistics, the errorsin output measurement are
correlated with computer investment. These two kinds of errors cause both bias and
inefficiency in estimation. After controlling these errorsusing a*multiple-indicators and
multiple-causes’ modd, he found a positive and significant relaionship between multifactor
productivity growth and computer investment. Among his findings, computer investment is
positively corrdlated with both product qudity and labor quality. These latter results are
consigtent with Brynjolfsson [1994], Berndt and Morrison [1995], and Berman, Bound and
Griliches[1994].

Table 3: Industry-Level Studies

Study Sector Datasource [ Findings

Brand [1982] Services BLS Productivity growth of 1.3%/yr in banking

Roach [1987], Services Principdly Vastincreasein IT capital per information worker

Roach [19894], BLS BEA while measured output decreased

Roach [1991]

Morrison & Berndt | Manufacturing | BEA IT marginal benefit is 80 cents per dollar invested

[1991]

Berndt et al [1992], | Manufacturing | BEA, BLS IT not correlated with higher productivity in

Berndt & Morrison majority of industries; correlated with more labor

[1995]

Siegel & Griliches Manufacturing | Multiple IT using industries tend to be more productive;

[1992] gov’t sources | government datais unreliable

Siege [1994] Manufacturing | Multiple A multiple-indicators and multiple-causes model
gov’t sources | captures significant MFP effects of computers

15 See, for example, Brynjolfsson [1994]. A survey of I T managers found that the primary reason that firms
invest in computersisto improve customer service. Cost reduction, timeliness, quality, and flexibility follow
the customer service.
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Table4. Investment in Computers (OCAM) in the U.S. economy.

(current dollars, percentage of total)

Industry 1979 1989 1992
Agriculture 01 01 01
Mining 24 11 0.9
Manufacturing 294 20.3 20.2
Construction* 01 0.3 0.2
Non-service Total 32.0 21.8 214
Transportation 13 20 10
Communication 15 14 15
Utilities 12 28 28
Trade* 19.9 16.3 20.0
Finance* 325 387 37.8
Other Services* 116 17.0 13.9
Services Total 68.0 78.2 78.6
Unmeasur able Sector s* 64.1 72.3 71.9
Plus consumer and
government purchases 67.7 776 770
Unmeasurabl e sector output 63 69 70

Source: BEA, adapted from Griliches [1995]
* Unmeasurable sectors: construction, trade, finance and other services; in these sectors outputs are
difficult to measure, relative to measurable sectors.

C. FArm-Leved Studies of Information Technology Productivity

Over the lat ten years, there are many firm-level studies examining the relaionship between IT
investment and firm performance. We observe an interesting trend in the results of these
studies; the use of larger and more recent datasets tends to generate evidence of 1T’ s positive
effect on firm performance. In addition, research results in manufacturing often shows stronger

effects than studies of services, probably because of better measurement.

1. Service Sector Studies
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Strassmann [1985] reports disappointing evidence in severd studies. In particular, he found
that there was no correlation between I T and return on investment in asample of 38 sarvice
sector firms. some top performersinvest heavily in I T, while others do not. In hislater book
[1990], he concludes that “there is no relation between spending for computers, profits and
productivity”.

There have been severd studies of 1T’ simpact on the performance of various types of financid
sarvicesfirms. A study by Parsons, Gottlieb and Denny [1990] estimated a production function
for banking servicesin Canada and found that overall, the impact of IT on multifactor
productivity was quite low between 1974 and 1987. They speculate that IT has positioned the
industry for greater growth in the future. Similar conclusions are reached by Franke [1987],
who found that IT was associated with a sharp drop in capital productivity and stagnation in
labor productivity, but remained optimistic about the future potentia of IT, citing the long time
lags associated with previous “technologica transformations’ such as the conversion to steam
power. On the other hand, Brand and Duke [1982], using BL S data and techniques, found
that moderate productivity growth had aready occurred in banking.

Harris and Katz [1991] and Bender [1986] looked at data on the insurance industry from the
Life Office Management Association Information Processing Database. They found a postive
relationship between IT expense ratios and various performance ratios although at times the
relationship was quite weak. Alpar and Kim's[1991] study of 759 banks indicates cost-
reducing effectsof IT. A 10% increasein IT capitd is associated with 1.9% decreases in totdl
costs. Severd case sudies of IT'simpact on performance have aso been done, including one
by Weitzendorf and Wigand [1991] which developed a modd of information use in two service
corporations, and a study of an information services firm by Pulley and Braunstein [1984],

which found an association with increased economies of scope.

Using a production function approach, Brynjolfsson and Hitt [1993] found that for the service
firmsin their sample, gross margina product averaged over 60 percent per year. Thelr recent
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study reports another important result: the contribution of IT to output is as high in the service
sector asin the manufacturing sector [Brynjolfsson and Hitt, 1995]. Because they used firm-
level data, this result suggests that the productivity “dowdown” in the service sector may be due
to mismeasurement of output in aggregate datasets.

Diewert and Smith [1994] provide an interesting case study of alarge Canadian retail firm.
According to their accounting frame-work, the distribution firm experienced an astounding 9.4%
quarterly multi-factor productivity growth, for Six consecutive quarters starting at the second
quarter of 1988. They argue that “these large productivity gains are made possible by the
computer revolution which dlows afirm to track accurately its purchase and sdes of inventory

items and to use the latest computer software to minimize inventory holding cods”

Measurement problems are more acute in services than in manufacturing, partly because many
service transactions are idiosyncratic, and therefore not subject to satistical aggregation.
Unfortunately, even when abundant data exi<, classifications sometimes seem arbitrary.  For
instance, in accordance with afairly standard approach, Parsons, Gottlieh and Denny [1990]
treated time depodgits as inputs into the banking production function and demand deposits as
outputs.  Thelogic for such decisons is sometimes tenuous, and subtle changesin deposit
patterns or classification standards can have disproportionate impacts.

The importance of variables other than IT aso becomes particularly apparent in some of the
service sector studies. In particular, researchers and consultants have increasingly emphasized
the theme of re-engineering work when introducing mgor IT investments16 AsWilson [1995]
suggests, whether or not the reengineering efforts are the main explanation for Brynjolfsson and
Hitt's[1993, 1995] findings poses an interesting question. A recent survey found tantalizing
evidence that firms which had reengineered recently had significantly higher productivity than
their competitors [Brynjolfsson, 1994].
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Sudy Data source Findings
Pulley & Braunstein[1984] | Aninfo-servicefirm Significant economies of scope
Clarke[1985] Case study Major business process redesign needed to reap

benefitsin investment firm

Strassmann [1985] Computerworld No correlation between various I T ratios and
Strassmann [1990] survey of 38 performance measures
companies
Bender [1986] LOMA insurance data | Weak relationship between IT and various
on 132 firms performance ratios
Franke [1987] Financeindustry data | IT was associated with asharp drop in capital

productivity and stagnant labor productivity

Harris & Katz [19 91]

LOMA insurance data
for 40

Weak positive relationship between I T and various
performance ratios

Noyelle[1990]

USand French
industry

Severe measurement problemsin services

Parsonset a. [1990]

Internal operating data
from 2 large banks

IT coefficient in translog production function small
and often negative

Alpar and Kim [1991]

Large number of

IT iscost saving, labor saving, and capital using

banks
Weitzendorf & Wigand Interviewsat 2 Interactive model of information use
[1991] companies

Diewert & Smith [1994]

A large Canadian retail
firm

Multi-factor productivity grows 9.4% per quarter
over 6 quarters

Brynjolfsson & Hitt [1995]

IDG, Compustat, BEA

Marginal products of IT do not differ muchin
services and in the manufacturing; Firm effects
account for 50% of the marginal product differential

2. Manufacturing and Cross-Sector Studies

There have been severd firm-level studies of IT productivity in the manufacturing sector.  Some

of the important results are summarized in table 6. A study by Gary Loveman [1994] provided

some of the first econometric evidence of a potentia problem when he examined data from 60

business units (namdly, the MPIT subset of the PIMS data set). Asis common in productivity

literature, he used ordinary least squares regression and assumed that production functions

could be approximated by a Cobb-Douglas function. Loveman estimated that the contribution

of information technology capital to output was gpproximately zero over the five year period

gudied in dmogt every subsample he examined. Hisfindings were fairly robust to a number of

vaiations on his basc formulation.

16.seerforexampley [Davenport; 1990, 1993; Hammer, 1990; Hammer & Champy, 1993; Champy, 1995]
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While Loveman’ s dependent variable was find output, Barua, Kriebel and Mukhopadhyay
[1991] traced Loveman's results back a step by looking at 1T’ s effect on intermediate variables
such as capacity utilization, inventory turnover, quality, reative price and new product
introduction. Using the same data s, they found that I'T was pogitively related to three of these
five intermediate measures of performance, dthough the magnitude of the effect was generdly
too small to measurably affect fina output. Dudley and Lasserre [1989] aso found econometric
support for the hypothesis that better communication and information reduce the need for
inventories, without explicitly relating this to bottom-line performance measures. Using a
different data set, Weill [1992] was dso able to disaggregate I T by use, and found that
sgnificant productivity could be attributed to transactiond types of informetion technology (e.g.
data processing), but was unable to identify gains associated with Strategic systems (e.g. sdes
support) or informationa investments (e.g. emall infrastructure).

In aseries of sudies utilizing large firm-level surveys by International Data Group (IDG),
Brynjolfsson and Hitt report I'T’ s favorable impact on productivity. Thelr first study
[Brynjolfsson and Hitt, 1993] found that while gross margind product of non-computer capital
ranges from 4.14% to 6.86%, that of computer capita averages 56% - 68%. The results of
this and their subsequent study [Hitt and Brynjolfsson, 1994] imply the rgjection of the following
three null hypotheses:

H1: IT capitd hasazero gross margind product.
H2: IT capitd has zero net margind benefit, after al costs have been subtracted.
H3: IT capitd’ smargind product is not different from that of other capitd’s.

Their point estimates of gross margind products are rather surprising, since a the margin
computer capital generates 10 times more output than other capital of equal value. Therr later
study shows up to half of the excess returnsimputed to I T could be attributed to firm specific
effects [Brynjolfsson and Hitt, 1995]. Nonetheless, a back-of-envelope caculation shows that
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the implicit margind product of computer capitd in Jorgenson and Stiroh's sudy is aso over
60%.17

One may doubt the large gross margind product of information technology capita, wondering
what friction or market failure prevents firms from investing in more computers until the margind
products of al capital goods become equal. 18 Part of this differentid is due to the higher user
cost of computer capital. According to Oliner and Sichel [1994], over 1970-92 the user cost
of computer capita averages 36.6 % per year, while that of other types of capitd is 15.4%.19
The remaining portion of the answer may come from adjustment or hidden costs of information
technology investment, such as the complementary organizationd investments required to redize
the benefits of IT. 20

Lichtenberg [1995] confirms the results of Brynjolfsson and Hitt, usng the same data source
and smilar methods. He dso andyzes | nfor mationweek survey data and uncovers essentialy
the same results. Hisformd tests rgject the above null hypotheses. One important extension in
Lichtenberg's study isthat he dso reports the margina rate of subgtitution between IT and non-
IT workers. Evauated at the sample mean, it is6: one IT worker can be subgtituted for Six

non-IT workers.

Table 6: Firm-Level Studies: Manufacturing and Cross Sector

17 One of the standard growth accounting assumptionsis that factors are paid according to their marginal
product. Jorgenson and Stiroh report 0.38% growth contribution for the period 1985-1992. The 0.38% is
computers' nominal income share times computer capital’ s growth rate. By their data, we can also estimate
computer capital’s growth rate during the 1985-1987 period (24%). Now computers' nominal income shareis
equal to ( computers capital’s marginal product x computer capital / GDP). In 1987, computer capital stock
amountsto $113.24 billion and GDP is $4.5399 trillion, thus the implicit marginal product of computersis
estimated to 63% = (0.38%)* ($4539.9/$113.24)/(24%)

18 seg, for example, Oliner and Sichel [1994] and Robert J. Gordon’s comment on the paper.
19 The differential is largely due to the rapid declinein computer prices.

20 Take 60% per year as Brynjolfsson and Hitt’ s[1993] estimate of gross marginal product of information
technology capital. IT'smarginal product isover 50% higher than that of other types of capital. About
twenty percent ( 36.6% - 15.4%) is explained by the user costs of capital differential. Asthe unexplained
portionislarge, we may expect considerable amount of adjustment costs when implementing I T investment -
- annual 30% of computer capital stock.
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Sudy Data source Findings

Loveman [1994] PIMSMPIT IT investments added nothing to output

Dudley & Lasserre [1989] IT and communication reducesinventories

Welll [1992] Valve manufacturers Contextual variables affect 1T performance
Transaction processing I T produce positive
results

Barua, Kriebel & PIMS/MPIT IT improved intermediate outputs, if not

Mukhopadhyay [1991] necessarily final output

Brynjolfsson & Hitt [1993] | IDG; Compustat: BEA The gross marginal product of IT capital isover
50% per year in manufacturing

Brynjolfsson & Hitt [1995] | IDG; Compustat: BEA Firm effects account for half of the productivity
benefits of earlier study

Lichtenberg [1995] IDG; Informationweek IT has excessreturn; I T staff’s substitution effect
(cross sector) islarge
Kwon & Stoneman [1995] UK survey New technology adoption especially computer use

has a positive impact on output and productivity

Research in manufacturing generdly finds higher returnsto I T investment than in the services,
probably because of better measurement. Yet the MPIT data, which both Loveman [1994]
and Baruaet d. [1991] use, cdlsfor scrutiny. As Loveman is careful to point out, his results
are based on dollar denominated outputs and inputs, and therefore depend on price indices
which may not accurately account for changesin quality or the competitive structure of the
industry.  The results of both of these studies may aso be unrepresentative to the extent that
the relatively short period covered by the MPIT data, 1978- 83, was unusualy turbulent.

The IDG data set, which is among the largest data sets used in this research, mitigates data
problems to a substantial degree. Although one may till argue that the data set contains only
large firms which may not be the representative random sample, it is the only comprehensive
reliable source of 1T spending. Indeed, Brynjolfsson and Hitt [1993] attribute the statistical
ggnificance of ther findings not only to the more recent time period but aso the large Sze of the
IDG data set, which enables them to estimate returns for al factors with greater precision.
Utilizing other large data sets, Kwon and Stoneman [1995] aso show that use of computers
and numerica control machines has positive impacts on output and productivity. Their data
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source is comprehensive surveys of the UK engineering industry undertaken in 1981, 1986, and

1993.

D. Contribution to Consumer Surplus and Economic Growth

While some researchers have focused on 1T’ s effects on excess return or multifactor
productivity, others have identified sizable contributions to consumer surplus and to economic
growth. Some of important studies are summarized in table 8. Griliches [1992, 1994]

emphasi zes the digtinction between * pecuniary externdities’ and “non-pecuniary externdities or
spill-overs” Pecuniary externdities are associated with the price decline of afactor input.
When computer prices are declining exogenoudy, profit-maximizing firms are substituting
computer systems for other input factors such as labor or space for inventories. Lowered
prices of computers and other inputs shift margina cost curves downward. Low margina costs
result in both more output and lower prices. The output increase is a measure of the pecuniary
externdity, since the benefits created by the computer sector are captured in terms of greater
output of computer-using industries. Another measure of this pecuniary externdity is consumer
aurplus. As computer prices fal, many firms and customers that could not afford computers
become able to purchase them, while infrasamargind customers who were willing to pay higher
prices enjoy awindfdl of price reduction. When we consder that computers are mainly
intermediate goods, the growth contribution measure and consumer surplus measure are closdy
related.

Pecuniary externdlities directly increase labor productivity, yet they do not necessarily increase
multifactor productivity. Pecuniary externdities by themsalves do not change the production
function. Ingtead they cause an input mix change, in this case subgtituting computers for other
inputs, and output growth. Non-pecuniary externaities or spill-overs come from the more
obscure source of technica change;, we may expect that people have found smarter ways of
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meaking goods and sarvices by exploiting information technology.21 Not only does the input mix
change, but dso the production possibility frontier shiftsout. In this case, both labor
productivity and multifactor productivity should go up.

Bresnahan [1986] was the first to look at benefits from computer price decline. Assuming the
benefits of price decline go to consumers and using the hedonic price index, he caculates that
the consumer surplus was five or more times of computer expenditures in the late 1960s
financia sector. Brynjolfsson [1995] estimates economy-wide consumer surplus, using
assumptions similar to Bresnahan's. According to this research, in 1987, between $69 billion
and $79 billion consumer surplus was generated by $25 billion in expenditures on information

technology capitd.

Now we turn to severd growth accounting results. A comprehensive growth accounting is done
by Jorgenson and Stiroh [1995]. One of their study’ s main contributions is the careful
cdculation of capital’s service flow. Since Jorgenson and Stiroh assume that, unlike other
physica capitd, computers maintain their full ability until retirement, their estimation of computer
capitad’ s contribution becomes larger than that of Oliner and Sichd [1994]. Table 7 showsthe
results of Jorgenson and Stiroh’s[1995] growth accounting. In the 1979-85 period computers
and peripherals contribute to output growth by 0.52% per year. In the 1985-92 period, the
contribution is 0.38% per year.22

The interesting feature of Oliner and Sichd’s[1994] study is that they carefully examine the
growth accounting implications of the various excess return hypotheses of computer capital.
Their basdine estimate is that the contribution of computer capital to output growth is 0.16%
per year for the 1970-1992 period. Usng Romer’s[1986, 1987] assumption of postive

21 Bresnahan and Trajtenberg [1995] argue that “general purpose technologies’, like computers, engender
waves of smaller and complementary innovations. This creates the potential for positive externalities from
IT, and thus the possibility that I T investment istoo low, not too high.
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externdity of physica capitd, the contribution goes up to 0.32%. When they use Brynjolfsson

and Hitt’ s[1993] higher estimate for the return on computer capital, the contribution becomes

0.35%. They dso try to incorporate Alan Krueger’s[1993] result of return on workers

computer use. If thereturn isequa to the margina product differential between computer-using

workers and non-using workers, the contribution number goes up to 0.38%. Although the main

theme of the paper isthat per-year contribution up to 0.38% is not large enough to compensate

the gpproximately 1% drop in output growth since the seventies, according to Jorgenson, “this

isapretty hefty contribution.”23

Table 7. Growth Rates of Aggregate Output and Contribution of Factors (1947-92)

Variable Value Added Contribution of Factors

NonComp Computer| Capital NonComp  Computer Labor| MFP

Share Share Share Share

47-92 3.42% 3.33% 0.0%| 1.47% 1.26% 021%| 092% 1.03%
47-53 5.46% 5.46% 0.00%| 1.92% 1.92% 0.00%| 1.26% 227%
53-57 2.14% 2.14% 0.00%| 1.42% 1.42% 0.0%| 019% 053%
57-60 2.39%) 2.37% 0.02%)| 0.83% 0.83% 0.00%| -0.01% 157%
60-66 5.38% 5.30% 0.08%| 1.46% 1.36% 010%| 144% 248%
66-69 2.61% 2.54% 0.07%| 1.93% 1.74% 0209| 1.16% -0.49%
69-73 3.67% 3.60% 0.08%| 1.64% 1.40% 024%| 0.74% 1.29%
73-79 2.63% 2.50% 0.12%| 1.45% 1.19% 0.26%| 1.28% -0.10%
79-85 2.89% 2.65% 0.24%| 1.28% 0.76% 052%| 0.83% 0.78%
85-92 2.49% 2.38% 012%)| 1.26% 0.88% 0.38%| 0.76% 047%

Source: Adapted from Jorgenson and Stiroh (1995)

The following rough caculaion may provide some intuition about the Sze of the computer’s

contribution to national output. From Jorgenson and Stiroh [1995], take the smple average

0.45% contribution for 1979-1992 period (mean of 0.52% and 0.38%), and compare it with

22 The contribution dropped because the growth rate of real computer capital islower for the 1979-1985
period than for the 1985-1992 period; nominal investment of computers did not increase much during the
1985-1992 period
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0.72% (dmple average, again) contribution of other capita. Because the share of computersin
total capital stock was just 1.6% in 1993, these numbers imply that one unit of computer
capitd’ s contribution to output growth is equivaent to that of 98 units of other forms of
cagpitd.24 This does not mean, however, that computer capita is amost 100 times more
productive than other forms of capitdl; the number represents not the contribution to level of
output but the contribution to growth of output. In 1993, GDP grew by $173 billion.2> The
computers contribution was $29 hillion, while other capita’s contribution was $46 hillion. The
unexplained residud’s (MFP) contribution is $40 billion.

Using datafrom 367 large firms generating 1.8 trillion dollars in output per year for the period
1988 to 1992, Brynjolfsson and Hitt [1994] provide an interesting growth accounting resullt.
For their sample of firms, IT capital contributes about 1% per annum to output growth. This
growth contribution exceeds that of ordinary capitd in absolute vdue. Ther cdculaion of IT
capitd’ s large contribution to growth is not unique. Lau and Tokutsu [1992] document even
bigger numbers.  They attribute gpproximately haf of the red output growth (1.5% growth per
annum) during the past three decades to computer capital. They aso document computer
capitd’ s deflation effects; the annud rate of inflation dropped by 1.2% per year because of the
rapid decline in computer prices. In line with these studies, Roy Radner suggests that
“productivity growth has dowed down for other reasons, unrelated to the IT story. Without IT,
things would have been worse, and output growth would have been lower.”26

In summary, the weight of evidence from various studies indicates that information technology
capitd generates billions of dollars annudly for the US economy, both in terms of output growth

and consumer surplus. Meanwhile, the recent firm-level andyses of Brynjolfsson and

23|n aletter to Erik Brynjolfsson, Feb. 7, 1995.

24 98 = (0.72x98.4)/(0.45x1.6).

25 Survey of Current Business, March 1994, table 1-1, nominal dollars.
26 This quote isadopted from [Griliches, 1995].
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Hitt[1993, 95] and Lichtenberg [1995] have begun to ameliorate the shortfall of evidence
regarding the productivity contribution of IT.

Table 8: Studies on Contribution to Consumer Surplus and Economic Growth

Sudy Data Sour ce Findings

Bresnahan [1986] Financia service | Largegainsinimputed consumer welfare
firms

Lau & Tokutsu [1992] Multiple Gov't Computer capital contributes half of output growth
sources

Brynjolfsson & Hitt [1994] | IDG: Compustat | Growth contribution of computersis 1% per year among
367 USlargefirms

Oliner & Sichel [1994] principaly BEA | Growth contribution of computersis0.16% - 0.38% per
year varying by different assumptions

Jorgenson & Stiroh [1995] | principaly BEA | Growth contribution of computers for the 1979-92 period
is0.38 - 0.52% per year

Brynjolfsson [1995] BEA $70 billion consumer surplusis generated annually in the
late 1980s.

[1l. Remaining Paradox and L eading Explanations

While some dimensions of the “information technology productivity paradox” have been
addressed in recent research, two major aspects of the paradox persst. Thefirst questionisa
mundane and long-term problem: whether positive evidence recently reported by some
researchersis enough to bridge the gap between expected promises and ddlivered results of
information technology. According to Griliches [1994], “some scattered evidence for the
positive contribution of computers’ is*not particularly strong, given the needle-in-the-haystack
aspect of this problem.”

The second question is more specific and cdls for rather immediate inquiry. Thisissue concerns
measures other than productivity. Hitt and Brynjolfsson [1994] looked for associations
between IT soending and various business performance measures.  Although they document
IT’ s positive impact on output and consumer surplus, they do not find a Sgnificant positive
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correlation between I'T spending and performance measures other than output. Neither Ahituv
and Giladi [1993] nor Strassmann [1990] find evidence of 1T’ s pogtive effects on profitability.

In summary, IT’s contribution to output and productivity is documented in severd important
sudies, but whether or not this output growth is beneficid to profits and market vaue is not yet
clear.2’ |n addition, some practitioners and researchers till believe that “the full power of the
computer in increasing nationa productivity has not yet unfolded.”28 In this sense, the
productivity paradox still awaits explanation. We now examine four basic approachesto

answering these questions.

1) Mismeasur ement of outputs and inputs,

2) Lags dueto learning and adjustment,

3) Redistribution and disspation of profits,

4) Mismanagement of information and technology.

Thefirst two explanations point to shortcomings in research, not practice, as the root of the
productivity paradox. It is possible that the benefits of IT investment are quite large, but that a
proper index of itstrue impact has yet to be identified. Traditional measures of the rdaionship
between inputs and outputs fal to account for non-traditional sources of value. Second, if
sgnificant lags between cost and benefit exi<, then poor short-term performance could
ultimately result in proportionately larger long-term pay-offs. Thiswould be the case if extengve
learning by both individuals and organizations were required to fully exploit IT, asit is for most
radicaly new technologies.

27 Hitt and Brynjolfsson (1994) suggest the fiercer competition hypothesis: “creating value and destroying
profit.” If barriersto entry have been lowered by various factorsincluding the broad effects of IT, the
profitswill be destroyed. Another possible explanation is the hidden adjustment costs of IT: whilelT’s
contribution to output is substantial, significant hidden costs of IT destroy profit. The adjustment cost
hypothesis also explainsthe large ROI differentials between I T and non-IT capital and the large marginal
rate of substitution between |S and non-1S workers.

28 Robert M. Solow, in acomment of Landauer’s[1995] book.

www.manaraa.com



DRAFT 11/27/00 Information Technology and Productivity Page 29

A more pessmigtic view is embodied in the other two explanations. They propose that there
redly are no mgor benefits, now or in the future, and seek to explain why managers would
systematicaly continue to invest in information technology. The redigtribution argument suggests
that those investing in the technology benefit privately but at the expense of others, so no net
benefits show up at the aggregate level. The find explanation suggests that we have
sysematicaly mismanaged information technology: there is something in its nature that leads
firms or indudtries to invest in it when they shouldn’t, to misdlocate it, or to use it to create dack
instead of productivity. This section assesses each of these four sets of hypothesesin turn.

A. Measurement Errors

The easest explanation for the confusion about the productivity of information technology is
amply that we are not properly measuring output. Denison [1989] makes a wide-ranging case
that productivity and output atistics can be very unreliable. Maost economists would agree with
the evidence presented by Gordon and Baily [1989], and Noyelle [1990] that the problems are
particularly bad in service indudtries, which hgppen to own the mgority of information
technology capitd. Griliches et d. [1992] present extensve studies on this problem with an
epecidly useful introduction. Quick reviews of thistype of argument are dso found in Griliches
[1994, 1995].

It isimportant to note that measurement errors need not necessarily bias IT productivity if they
exigt in comparable magnitudes both before and after IT investments. However, the sorts of
benefits that managers ascribe to information technology—increased quality, variety, customer
service, speed and responsiveness—are precisely the aspects of output measurement that are
poorly accounted for in productivity Satistics aswel asin most firms accounting

numberg Brynjolfsson, 1994]. This can lead to systematic underestimates of 1T productivity.

The measurement problems are particularly acute for IT use in the service sector and among

white collar workers. Since the null hypothesis that no improvement occurred wins by default
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when no measured improvement is found, it probably is not coincidenta that service sector and
information worker productivity is considered more of a problem than manufacturing and blue
collar productivity, where productivity measurement is better.

As discussed in the introduction, when comparing two output levels, it isimportant to deflate the
prices S0 that they are comparablein “red” dollars. Accurate price adjustment should remove
not only the effects of inflation but dso adjust for any quality changes. Much of the measurement
problem arises from the difficulty of developing accurate, quaity-adjusted price deflators.
Additiona problems arise when new products or features are introduced, not only because they
have no predecessors for direct comparison, but also because variety itsdf has value, and that

can be nearly impossible to measure.

The positive impact of information technology on product variety and the negeative impact of
product variety on measured productivity has been econometricaly and theoretically supported
by Brooke [1992]. He argues that lower costs of information processing have enabled
companies to handle more products and more variations of existing products. However, the
increased scope has been purchased at the cost of reduced economies of scale and has
therefore resulted in higher unit costs of output.  For example, if a clothing manufacturer
chooses to produce more colors and sizes of shirts, which may have vaue to consumers,
existing productivity messures rardly account for such value and will typically show higher

“productivity” in afirm that produces a single color and Sze.2°

Diewert and Smith’s[1994] study makes another interesting point in repect to variety, linking
firm-level performance and aggregate economy. They show thet IT facilitates greet efficiency in
inventory management. On the other hand, aggregate leve inventory studies such as Blinder
and Maccini’ s [1991] report that the aggregate inventory leve of the US economy did not
ghrink for 40 years. Diewert and Smith argue that “awide spread proliferation of new products

29 The same phenomenon suggests that much of theinitial declinein “productivity” experienced by
centrally-planned economies when they liberalize is spurious [Joskow, Schmalensee and Tsukanova, 1994].
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into the world economy” resultsin no macro-level inventory change even when great micro-level

improvements have been made.

In services, the problem of unmeasured improvements can be even worse than in manufacturing.
For instance, the convenience afforded by twenty-four hour ATMs s frequently cited asan
unmeasured qudity improvement [Banker and Kauffman, 1988]. How much vaue hasthis
contributed to banking customers? Government gatistics implicitly assumeit isal captured in
the number of transactions, or worse, that output is a constant multiple of Iabor input! [Mark,
1982

In acase study of the finance, insurance and red estate sector, where computer usage and the
numbers of information workers are particularly high, Baily and Gordon [1988] identified a
number of practices by the Bureau of Economic Andyss (BEA) which tend to underdate
productivity growth. Their revisons add 2.3% per year to productivity between 1973 and
1987 in this sector.30

Gordon [1987a] shows that the sectors where the productivity dowdown has perssted in the
United States are largely outside of manufacturing, communications, and agriculture. Griliches
[1994] provides alucid example of the mismeasurement explanation. According to thisreview,
“The mgor answer to this puzzle is very smple: over three quarters of this investment has gone
into our ‘unmeasurable sectors,” and thusiits productivity effects, which are likely to be quite
red, are largely invisblein the data.” (See Table4.)

A related measurement issue involves measuring information technology stock itsdf. For any
given amount of output, if the level of IT stock used is overestimated, then its unit productivity
will appear to be lessthan it redly is. Denison [1989] argues that the rapid decreasesin the red
costs of computer power are largely a function of generd “advances in knowledge” and asa
result, the government overstates the decline in the computer price deflator by attributing these
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advancesto the producing industry. If thisistrue, the “red” quantity of computers purchased
recently is not as great as Satistics show, while the “red” quantity purchased 20 yearsago is
higher. The net result is that much of the productivity improvement that the government
attributes to the computer- producing industry, should be redlocated to computer-using
industries. Effectively, computer users have been “overcharged” for their recent computer
investments in the government productivity caculations.

Another issue is the measurement of other inputs. If the quaity of work life isimproved by
computer usage (less repetitive retyping, tedious tabulation and messy mimeos), then theory
suggests that proportionately lower wages can be paid. Thus the dow growth in clerica wages
may be an artifact of unmeasured improvementsin work life that are not accounted for in
government datistics. Baily and Gordon [1988] conjecture that this may aso be adding to the
underestimation of productivity. Landauer [1995] also surmises people use computers because
it isfun to use them.

To the extent that complementary inputs, such as software, or training, are required to make
invesments in information technology worthwhile, [abor input may aso be overestimated.
Although spending on software and training yields benefits for severd years, it is generdly
expensed in the same year that computers are purchased, artificialy raising the short-term costs
associated with computerization. In an eraof annudly rising investments, the subsequent
benefits would be masked by the subsequent expensing of the next, larger, round of
complementary inputs. On the other hand, I T purchases may aso create long-term ligbilitiesin
software and hardware maintenance that are not fully accounted for, leading to an underestimate

of 1T simpact on costs.

The closer one examines the data behind studies of 1T performance, the moreiit looks like
mismeasurement , especialy output mismeasurement, is at the core of the * productivity
paradox.” Rapid innovation has made information technology-intensive industries particularly

30 They also add 1.1% to producti vity growth before 1973.
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susceptible to the problems associated with measuring qudity changes and vauing new
products. The way productivity statistics are currently kept can lead to bizarre anomdies: to the
extent that ATMs lead to fewer checks being written, they can actudly lower productivity
getidics. Incressed variety, improved timeliness of ddivery and personalized customer service
are other benefits that are poorly represented in productivity Satistics. These are dl qudities
that are particularly likely to be enhanced by information technology. Because information is
intangible, increases in the implicit information content of products and services are likely to be

under-measured compared to increases in materias content.

Many economigts have tried to tackle these types of problems. The long history of the hedonic
price method is a good example of their efforts31 Asaresult of endeavors of econometricians,
the Bureau of Economic Activity introduced a new computer price index, based on the hedonic
regression method in 1986.32 Gordon [1987b] reports that about one-third of the
manufacturing sector’s productivity gain during the eighties comes from this adjustment aone.
Since the computer industry does not monopolize quaity improvement over time, the gpplication

of the new technique to al nationa income accounts would make a Szable difference.

Some researchers argue that even the hedonic regression method is not sufficient to capture dl
the benefits associated with product innovation and differentiation. Tragtenberg [1990] devises
anew method of quality adjusted price index calculation, adopting the discrete choice modd.

In the case of the computed tomography scanner industry for the period of 1973-1982,
Tratenberg's price deflator averages minus 55%, while the hedonic price index shows only a
13% decline and government price satigticsindicate a 9% increase. Fisher and Griliches
[1995] argue that if new inexpensive (quality-adjusted) goods are introduced and gain market
share at the expense of existing goods, the officid gatistics by the Bureau of Labor Statigtics will
serioudy overesimate inflation. The empirica evidence for their argument is given in Griliches
and Cockburn [1994]. In acase of pharmaceutical price indices -- cephaexin price indices

31 See Berndt [1991] for a brief history of hedonic price method.
32 See Fllen Dulberger[1989]. Jack Triplett [1986, 1989] also provides historical background.
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during the 1987-91 period, they show that adjusted price indices reved a 30% to 53% drop
while the officia figure records a 14% increase. Hausman [1994] aso reports a 20 - 25%
overestimation of consumer price index in the case ready-to-eat cereds, based on his analyss

of Apple Cinnamon Cheserios.

The story behind all these studies is that the U.S. economy produces lots of “unmeasurables’
that officia statistics do not capture. The question remains. why does this happen? Two
possible complementary answers can be given. The first oneis that unmeasurables are rdatively
price indlagtic and income eagtic. Thisisademand-sde explanation. As people become
wedthier, they want more convenience, timeliness, variety, and quaity as opposed to mere
quantity. Now one can look at supply-side, too. The second hypothesisisthat information
technology is biased favorably toward unmessurables: utilizing IT, it is much easer to increase
product variety, timeliness, convenience, and customization than to make morethings. The
reason is very smple; unmeasurables are more information intensive and do not require materia
costs. AsIT becomes chegper, the prices of unmeasurables decline faster than those of
measurables. The result isthat people will buy more unmeasurables relative to measurables.
Internationd trade may mitigate this price disparity, Since chegper measurable goods can be
bought abroad. However, the more goods are imported, the more domestic firms concentrate
on producing unmeasurables. American managers inclinaion toward the unmeasurables are
reported by several studies. For example, Brynjolfsson [1994] documents that the top benefit
managers expect from IT investment isimproved customer service. Lowering costsisthe next
most important benefit, but they aso stress timdiness of interactions with customers, higher

product and service qudity, support for reengineering efforts, and more flexibility.

One may test the demand side hypothesis by looking a foreign data. If the explanationis
correct, one may expect IT effects on productivity to be captured more easily in developing
countries than in high income countries. Poh-Kam Wong [1994] reports thet in Singapore
economy-wide estimation of return on invesiment of IT is88%. Also in some developed

countries like Japan where tradable sectors, which are dso measurable sectors, remain strong,
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we may expect high measurable effects of IT. Kraemer and Dedrick [1994] find that, among
12 Pacific Rim countries, those with higher growth ratesin IT investment achieved a higher
growth rate of GDP and productivity for the 1984-1990 period.

Nonethdless, some anaysts are skeptica that measurement problems can explain much of the
dowdown. They point out that by many measures, service quality has gone down, not up.33
Furthermore, they question the value of variety when it takes the form of six dozen brands of
breskfast cered. Indeed, modds from industrial organization theory suggest that while more
variety will result from the flexible manufacturing and lower search costs enabled by I T, the new
equilibrium can exhibit excess variety, making consumers worse off [Tirole, 1988]. In addition,
astudy by Sichel [1995] casts doubt on Griliches unmeasurable sector hypothesis, saying that
the rising share of services has had only a small impact on measurement error.34 Theses
arguments suggest that the mismeasurement explanation is not the panacea for the productivity
puzzle.

B. Lags

A second explanation for the paradox is that the benefits from information technology can teke
severd yearsto gppear on the bottom line. The ideathat new technologies may have a ddayed
impact isacommon onein busness. For instance, asurvey of executives suggested that many
expected it to take aslong asfive years for information technology investments to pay off
[Nolar/Norton, 1988]. This accords with an econometric study by Brynjolfsson et a. [1991]
which found lags of two to four years before the strongest organizationa impacts of information
technology werefdt. Loveman [1994] aso found dightly higher, dbelt Hill very low,
productivity when smdl lags were introduced.

33 Nordhaus in acomment on Baily and Gordon [1988] recalls the doctor's house call, custom tailoring, and
windshield wiping at gas stations, among other relics.

34 However, Sichel’s study does not address the possibility that computers have reduced the measurability
of output within sectors.
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The exigence of lags has some basisin theory. Because of the unusua complexity and novelty
of IT, firmsand individua users may require some experience before becoming proficient
[Curley and Pyburn, 1982]. According to dynamic models of learning-by-using, the optima
investment strategy sets short term margina costs greeter than short-term margina benefits.
Thisdlowsthefirm to “ride’ the learning curve and regp benefits and ogous to economies of
scae [Scherer, 1980]. If only short-term costs and benefits are measured, then the investment
might appear inefficient. Viewed in this framework, thereis nothing irrationd about the
“experimentation” phase firms are said to experience in which rigorous cost/benefit andysisis
not undertaken. Because future information technology investments tend to be large relive to
current investments, the learning effect could be quite subgtantid. A smilar pattern of costs and
benefitsis predicted by an emerging literature that treats investments in information technology
as“options’, with short term costs, but with the potentid for long-term benefits [Kambil et d.,
1991, and Dixit and Pindyck, 1995].

One way to address the measurement problem associated with complementary inputs isto
introduce appropriate lags in the estimation procedure. For instance, the purchase of a
manframe computer must generaly precede the development of mainframe database software.
Software, in turn, usualy precedes data acquisition. Good decisions may depend on years of
acquired data and may not instantaneoudy lead to profits. Optimaly, a manager must take into
account these long-term benefits when purchasing a computer, and so must the researcher

seeking to verify the benefits of computerization.

If managers are rationaly accounting for lags, information technology productivity growth is
particularly optimigtic. In the future, we should regp not only the then-current benefits of the
technology, but also enough additiona benefits to make up for the extra costs we are currently
incurring. However, the credibility of this explanation is somewhat undermined by the fact that
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American managers have not been noted for long-term cost-benefit analysis3> More
importantly, the uncertainties and the sharp price decline suggest another direction of investment
behavior. The risk and uncertainty associated with new technologies can make risk-averse
managers require higher, not lower, rates of return before they will invest. Also the sharp
decline in computer prices will require higher user cost of IT capitd, which leads to the opposite
direction of investment behavior to learning-by-doing effects. In any casg, it is hoped that
increased familiarity, ease-of-use and end-user computing may lead to reduced lags between
the costs and benefits of computerization. In addition, it should be noted that market vaue of
firms would capture the lagged benefits of 1T investment, when the sock market is efficient
enough to take into account the long-term benefits of the investment.

C. Redistribution

A third possible explanation is that information technology may be beneficid to individud firms,
but unproductive from the standpoint of the industry or the economy asawhole: IT rearranges

the shares of the pie without making it any bigger.

There are saverd arguments for why redigtribution may be more of afactor with IT investments
than for other investments. For instance, information technology may be used
disproportionately for market research and marketing, activities which can be beneficid to the
firm while adding little to total output [Lasserre, 1988; Baily and Chakrabarti, 1988].
Furthermore, economigts have recognized for some time that, compared to other goods,
information is particularly vulnerable to rent disspation, in which one firm's gain comes at the
expense of others, instead of by creating new wedth. AsHirshleifer [1971] pointed out,
advance knowledge of demand, supply, weether or other conditions that affect asset prices can

35 See, for example, Stein’s[1989) interesting application of asignal jamming model, which revealsthe
possibility of ineffective stock incentives. His model shows even when the stock incentive systemis
applied, in equilibrium managers still forsake good investments so asto boost current earnings.
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profit private firms without increasing totd output. Thiswill lead to excessve incentives for
information gathering.

Inasmilar sirit, “races’ to be thefirg to gpply an innovation can o lead to rent disspation
[Fudenberg and Tirole, 1985]. The rapid-fire pace of innovation in the information technology
industry might also encourage this form of wasteful investment. Baily and Chakrabarti [1988]
run asmulation under the assumption that a mgjor share of the private benefits of information
technology result from redigtribution. The results are broadly consistent with the stylized picture
of increased information technology and workers without increases in total productivity.
Bresnahan, Milgrom, and Paul [1992], in a paper measuring “redl output” of the stock exchange
industry, propose an interesting argument: the stock exchange industry has grown thanksto
information technology, yet the new information gathered by the indusiry has contributed little to
socid product. It isinteresting to note that most of the reasons for investing in information
technology given by the articles in the business press involve taking profits from competitors

rather than lowering cogts.36

While redigtribution implies overinvestment in I'T, some researchers look at the possibility of
positive externdities that may lead to less than socid optimum investment. Bresnahan and
Tratenberg [1995] propose two types of positive externdlities -- vertical and horizontal
externdities which a* generd purpose technology sector” may face. The verticd externdity isa
familiar problem of gppropriability. Sinceit isdifficult for innovators to regp the bendfits, they
are rductant to invest. Pamela Samuelson et a. [1994] enumerate reasons why the
conventiond lega toolsfal to protect information technology innovation. In addition, the
horizontal externdity exists because firms are waiting for other firmsto invest. The more other
firmsinves, the faster the speed of innovation in the generd purpose technology sector.

Knowing that, everyone waits, investments are too smal and innovation istoo dow.

36 porter and Miller, 1985, is not atypical. They emphasize “competitive advantage” gained by changesin
industry structure, product and service differentiation and spawning of new businesses while devoting
about 5% of their space to cost savings enabled by IT.
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D. Mismanagement

Despite the evidence of positive productivity contributions, it is still possible that many 1T
investments are wasteful. The investments are made nevertheless because the decison-makers
aren't acting in the interests of the firm. Ingtead, they are @) increasing their dack, b) sgnding

their prowess or ¢) Smply using outdated criteria for decison-making.

Many of the difficulties that reseerchers have in quantifying the benefits of information
technology would aso affect managers [Baily, 1986a; Gremillion and Pyburn, 1985]. Asa
result, they may have difficulty in bringing the benefits to the bottom lineif output targets, work
organization and incentives are not appropriately adjusted [McKerse and Walton, 1991]. The
result is that information technology might increase organizationd dack instead of output or
profits. Thisis congstent with arguments by Roach [19893] that manufacturing has made better
use of information technology than has the service sector because manufacturing faces greater

globa competition, and thus tolerates less dack.

A related argument emerges from evolutionary models [Nelson, 1981]. The difficultiesin
measuring the benefits of information and information technology discussed above may adso lead
to the use of heurigtics, rather than grict cost/benefit accounting to set investment levels3? Our
current inditutions, heurigtics and management principles evolved in aworld with little
information technology. The radica changes enabled by information technology may render
these indtitutions outdated. For instance, a valuable heurigtic in 1960 might have been “get dl
reedily available information before making adecison.” The same heurigtic today could leed to
information overload and chaos [ Thurow, 1987]. Indeed, Ayres[1989] argues that the speed-
up enabled by information technology creates unanticipated bottlenecks at each human in the

37 Indeed, areview of the techniques used by major companies to justify information technology
investments [ Y amamoto, 1991] revealed surprisingly little formal analysis. See Clemons[1991] for an
assessment of the I T justification process.
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information processing chain.  More money spent on information technology won't help until
these bottlenecks are addressed.

At abroader level, severd researchers suggest that our current low productivity levels are
symptomatic of an economy in trangtion, in this case to the “information era’ [Simon, 1987,
Franke, 1987; David 1990]. For instance, David makes an andogy to the electrification of
factories at the turn of the century. It took twenty years for mgjor productivity gainsto emerge,
when new factories were designed and built to take advantage of dectricity’sflexibility which
enabled machines to be located based on work-flow efficiency, instead of proximity to
waterwhed's, seam-engines and power-transmitting shafts and rods.

While the idea of firms consstently making inefficient invesmentsin IT is anathemato the
neoclassicd view of the firm as a profit-maximizer, it can be explained by forma models based
on agency theory or evolutionary economics, which tregt the firm as a more complex entity.
The fact that firms continue to invest large sums in the technology suggests thet individuas within
the firm who make investment decisions benefit or a least believe that they benefit from IT.

For ingtance, amodd of how IT enables managerid dack can be developed using agency
theory. The standard result in this literature is that when managers (agent) incentives are not
aigned with shareholder (principal) interests, suboptimal investment decisons and effort can
result. Furthermore, the incentives for agents to acquire additiona information may exceed the
socid benefits. Thisis because agents can use the information to earn rents and to short-circuit
the incentive scheme [Brynjolfsson, 1991]. Thus, information technology investments may be
very atractive to managers even when they do little to boost productivity. To the extent that
competition reduces the scope for managerid dack, the problem isdleviated. In generd,
however, we do not yet have comprehensive mode s of the interna organization of the firm and
researchers, a least in economics, are mostly slent on the sorts of inefficiency discussed in this
section.
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One empirica implication of firm-level mismanagement may be the heterogeneous performance
of firms. One perspective on firm differentias is present in Figure-7. According to neoclassica
assumptions of investment, market value added should be around zero (type-B). Yet thefigure
shows that, among big IT investors, some firms perform better (type-A) while some other firms
fal on alarge scale (type-C). Indeed, as discussed earlier, Brynjolfsson and Hitt [1995]
attribute as much as hdf of IT benefitsto the firm specific effects. An earlier sudy by Kemerer
and Sosa [1991] aso suggests that firm performances are quite heterogeneous.

V. Concluson

A. Summary

Research on information technology and productivity has often raised frustrating concerns with
the measures and methods commonly used for productivity assessment. Recently, researchers
have developed new data and methodologies, and at the same time have begun to report IT's
positive effects on economic performance. Y et many puzzles remain unsolved, and we can not
proclam the end of the productivity paradox. This section summarizes our review, and suggests
further research questions and methodologies.

Section Il started with presenting areview of the principa empirical literature that engendered
the term “productivity paradox”. Looking at the Smple relationship between the productivity
dowdown of the whole US economy and the rapid growth of computer capital istoo generd an
gpproach. Poor data quality for IT outputs and inputs has exacerbated this problem. Dueto
the development of sounder methodol ogies and the identification of more religble and larger
datasets, researchers have made some progress with industry-level and firm-level sudies.
Recently, some researchers have found pogtive effects of IT. Careful growth accounting
exercises and estimation of production and cost functions for specific sectors or industries can

provide sharper insghts. Consumer surplus analyses are useful exercises for identifying
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dternative ways to triangulate IT value. These exercises suggest that without IT the US

economy would probably bein aworse stuation.

While these findings represent a turnaround, we have yet to address many aspects of the
“remaining paradox.” While afew studies have identified a multifactor productivity boost due to
IT, there islittle evidence of a positive contribution from I T to other performance measures such
as profit and market value. Section I11 considered explanations for the remaining paradox.

Four hypotheses are summarized below.

1. Measurement Error: Outputs (and inputs) of information-using industries are not
being properly measured by conventional approaches.

2. Lags Time lagsin the pay-offs of information technology make analyss of current
codts versus current benefits mideading.

3. Redigtribution: Information technology is especidly likely to be used in redidiributive
activities among firms, making it privately beneficia without adding to total output.

4. Mismanagement: The lack of explicit measures of the vaue of information make it

particularly vulnerable to misapplication and overconsumption by managers.
Of these, an examination of the principa studies and the underlying data underscores the
possibility that measurement difficulties may account for the lion's share of the gap between our

expectations for the technology and its gpparent performance.

B. Where Do We Go from Here

1. Recommendations for Further Research
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All four of the explanations for the remaining productivity paradox are dill likely to be
empiricaly important to some extent and future studies should test for them.

Thefirg priority must be improving the data and messurement techniques. Government
datistics, epecidly in services and for information workers, have not kept up with the growing
importance and complexity of these sectors. Therefore, researchers may have to perform their
own corrections on the data, turn to private sources of secondary data, or undertake origina
data gathering themsdaves. When the third option is pursued, it isimportant that the data be
made available for use by other researchers so that a cumulative tradition can be maintained.
The studies of Weill [1992], Dos Santos et d. [1993], and Brynjolfsson and Hitt [1993, 1995]

are examples of new data identification and development.

An effective srategy for identifying gapsin the datais to compare it with benefits that managers
and customers expect from IT, such as qudlity, timeliness, customer-service, flexibility,
innovation, customization and variety. In principa, many of these benefits are quantifiable. In
fact, the capital budgeting and judtification process is one place in which firms aready attempt
such an anadlyss. In addition, many companies have dready developed € aborate measurement
programs, as part of total quality management for instance, which augment or even supersede

financia accounting measures and can serve as a foundation for more refined metrics.

Unfortunately, for many services, even basic output measures still need to be created, because
government and accounting data records only inputs. Baily and Gordon [1988], and Noydlle
[1990], among others, have done much to improve measurement in areas such as banking and
retailing, while relatively good gtatigtics can be compiled from private sources in aress such as
package ddivery. Unfortunately, the individualized nature of many services defies aggregation.
The output of alawyer, manager or doctor cannot be extrapol ated from the number of
mesetings, memoranda or medications provided. The complexity of the “ Diagnostic Related
Group” gpproach to valuing medical care is both a step in the right direction and a testament to

these difficulties. A researcher who seeks to rigoroudy measure productivity of services
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generdly must undertake this detailed work before jumping to conclusions based on input-
based gatigtics. Similarly, disaggregeting heterogeneous types of I T by use, as Weill [1992] did
in amanufacturing study, can increase the resolution of sandard statistical techniques.

Correcting for the potentid lags in the impact of 1T is conceptualy easier. All that needsto be
doneisto include lagged vaues of IT intheregresson. Of course, because learning and
adjustment may take five or more years [Brynjolfsson et d., 1991], this presupposes that a
sufficiently long sample can be obtained. Depending on the assumptions made about the nature
of adjustment cogts, including lagged vaues of the dependent variable may aso be gppropriate,
athough this can introduce complications when serid corrlation is present. In astructura
mode, there is some potentid for examining adjustment costs even with cross-sectiond
samples. For ingance, if software spending generdly peaks after hardware spending, then their
ratio can be an indicator of the relative stage of the investment cycle of the firm, with
implications for the timing and leve of expected benefits. 38

Because so many other factors affect firm performance, it will generdly be impossibleto
distinguish the impact of IT from smple bivariate corrdations. It isessentid to include controls
for other factors such as other inputs and their prices, the macro-economic environment,
demand schedules for output, and the nature of competition. Because many factors will be
unobservable but will affect ether the whole industry or one firm persstently, examining a pand

consisting of both time series and cross-sectiond data is the best approach, where feasible.

The redigtribution hypothesis can be examined in two ways. If IT soending serves mainly to
take market share from competitors, but the resulting profits are quickly dissipated or
transferred to the customer, then profitability or even revenues may not be a good indicator of
IT’simpact. Instead, aregression using market share as the dependent variable will be a better

38 | nterestingly, firms that spend proportionately more money on software appear to be more profitable
[Computer Economics Report, 1988]. If firms go through a hardware buying phase followed by an
applications phase, then this may have more to due with firms being in different stages of amulti-year
process than with different technology strategies.
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indicator. Thisisespecidly true when intangibles associated with the output of the firm (e.g.
customer service and quality) are not easily captured in traditiona measures but do influence the

customer’s purchase decision. 39

A second technique is to compare various measures of afirm’s performance with its
competitors’ IT spending. Under the above assumptions, the coefficient should be negative.
The coefficient will dso be negative when IT serves to increase the efficiency of the market, for
instance by reducing search costs, and thereby reducing the market power of suppliers and the
potentia for pricing above marginal cost. As Bakos [1987] has shown, competitors may be
collectively better off if such sysems are not introduced, but each has an individua incentive to
pre-empt the others. There is evidence that this phenomenon may have been important in the
financia servicesindudtry in the 1980s [Steiner and Teixera, 1991].

To address the mismanagement hypothesis, we need to develop and introduce better theoretical
models. Whilethereisagreet ded of anecdota evidence for misuses of technology in
organizations, more rigorous explanations are needed to show how and why IT might be subject
to sysemdtic overinvestment or mistakes in implementation. Among the more promising
approaches is the development of better models that andyze the demand for information.
Preliminary work suggests that under reasonable assumptions, agents may have an overincentive
to acquire and process information [Brynjolfsson, 1989]. Signding modds, that formadize use
of IT asanon-productive, but individualy vauable, symbol of managerid or technologica
prowess, also appear to be a naturad next step. A better theoretical foundation for the
mismanagement hypothesis will enable order-of-magnitude estimates that will help identify which
explandions are likely to be empiricaly sgnificant, and will facilitate the testing of these
explanations by identifying the relevant variables and relaionships.

39 |n adouble-log specification of the conventional production function approach, including industry
dummies capture the same effect, provided that the industries are the markets where firms actually compete.
The main difficulty of the market share approach comes from the ambiguous definition of market and data.
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Finaly, even with these subgtantive improvementsin our research on IT and productivity, we
must not overlook that fact that our tools are ill blunt. Managers do not dways recognize this
and tend to give a great ded of weight to studies of 1T and productivity. The studies themsdves
are usudly careful to spell out the limitations of the data and methods, because they are written
for an academic audience, but sometimes only the surprising conclusions are reported by the
media  Because sgnificant investment decisions are based on these conclusions 40 researchers

must be doubly careful to communicate the limitations of their work.

2. Beyond Productivity and Productivity Measurement

While the focus of this paper has been on the productivity literature, in business-oriented
journds arecurrent theme is the idea that information technology will not so much help us
produce more of the same things as dlow us to do entirdly new thingsin new ways [Applegate
and Mills, 1988; Benjamin et d., 1984; Cecil and Hall, 1988; Hammer, 1990; Maone and
Rockart 1991; Porter and Miller, 1985; Waitts, 1986]. For instance, Watts [1986] finds that
information technology investments cannot be justified by cost reductions done, but that insteed
managers should look to increased flexibility and responsiveness, while Brooke [1992] makes a
connection to greeter variety but lower productivity as traditionaly measured. The business
transformation literature highlights how difficult and perhaps ingppropriate it would be to try to
trandate the benefits of information technology usage into quantifiable productivity measures of
output. Intangibles such as better responsiveness to customers and increased coordination with
suppliers do not aways increase the amount or even intringic quality of output, but they do help
make sure it arrives at the right time, at the right place, with the right attributes for each
customer. Berndt and Malone' s[1995] recent argument is suggestive: “we need to spend more
effort measuring new forms of vaue--such as capabilities for knowledge creation--rather than

refining measures of productivity thet are rooted in an Industrid Age mindset.”

40 For instance, the stock prices of major I T vendors appeared to change significantly in response to a Wall
Street Journal article on I T productivity [Dos Santos, 1991].
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Just as managers look beyond * productivity” for some of the benefits of IT, so must researchers
be prepared to look beyond conventiona productivity measurement techniques. For instance,
because consumers of a product are generally assumed to be in the best position to assessthe
utility they gain from their purchases, one might naturaly look to IT buyers for an estimate of IT
value as Bresnahan [1986] and Brynjolfsson [1995] did.

A second dternative to traditional productivity measuresisto look at stock market data. If one
assumes that rationd investors will vaue both the tangible and intangible aspects of firms
revenue generating capacity, then changesin stock market value should gpproximate the true
contribution of IT to the firm, not only in cost reductions, but dso in increased variety,
timediness, and qudity, and in principle, even the effectiveness of the firm in foreseeing and
rapidly adapting to its changing environment.#1 While relying on consumer or stockholder
vauations begs the question of actud 1T productivity to some extent, a a minimum these
measures provide two additiona benchmarks that can help triangulate IT vaue [Hitt and
Brynjolfsson, 1994].

If the value of IT remains controversd, the one certainty is that the measurement problemis
becoming more severe. Developed nations are devoting increasing shares of their economiesto
service- and information-intensive activities for which output measures are poor.42 The
comparison of the emerging “information age’ to theindudtria revolution has prompted anew
gpproach to management accounting [Beniger, 1986; Kaplan, 1989]. A review of the IT
productivity research indicates an and ogous opportunity to rethink the way we measure

productivity and output.

41 Unfortunately, stock market valuation also reflects the firm's rel ative market power, so where I T leads to
more efficient markets or greater customer bargaining power, the relationship between I T and stock priceis
ambiguous.

42 A |ook at the BEA’s SIC codes quickly reveals that manufacturing is classified in relatively rich detail
while only the broadest measures exist for services, which comprise over 80% of the economy.
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Figures
Figure 1 -- Investment in information technology
iIsgrowing at a rapid pace.
80
70 T
—&— Real Investment
—&— Nominal Investment

60 T

50 T
(2]
3
3
[a] 40 +
c
S
E

30 T

20 T

10 T

0 i Ga Gm DOE_CH g p }
1955 1960 1965 1970 1975 1980 1985 1990 1995
Year

Source:  Based on data from [BEA, National Income and Wealth Division], adapted from Jorgenson and Stiroh [1995].
Note: Constant dollars (base year 1987) calculated by hedonic price method, see Dulberger [1989].
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Figure 2 -- Productivity in the service sector has not
kept pacewith that in manufacturing.
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Figure 3a—The cost of computing has declined substantially
relativeto other capital purchases.
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Figure 3b—Microchip performance has shown

uninterrupted exponential growth.
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Figure 4 -- Computers comprise about 10% of current-dollar
investment in Producers Durable Equipment
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Figure5 -- Information processing isthe
largest category of employment.
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Source:  Porat [ 1977]. The defining criterion for information workers is whether the primary activity is knowledge
creation, warehousing, or dissemination. An classification scheme includes people engaged in the following activities:

TYPOLOGY OF PRIMARY INFORMATION SECTOR INDUSTRIESUSED IN FIGURE 5

KNOWLEDGE PRODUCTION AND COMMUNICATION INDUSTRIES
R&D and Inventive Industries
Private Information Services
INFORMATION DISTRIBUTION AND COMMUNICATION INDUSTRIES
Education
Public Information Services
Regulated Communication Media
Unregulated Communicated Media
RISk MANAGEMENT
Insurance Industries
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Specul ative Brokers
SFARCH AND COORDINATION INDUSTRIES
Search and Non-Speculative Brokerage Industries
Advertising Industries
Non-Market Coordination Institutions
INFORMATION PROCESSING AND T RANSMISSION SERVICES
Non-Electronic Based Processing
Electronic Based Processing
Telecommunications Infrastructure
INFORMATION GOODS INDUSTRIES
Non-Electronic Consumption or Intermediate Goods
Non-Electronic Investment Goods
Electronic Consumption or Intermediate Goods
Electronic Investment Goods
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Primary Information Services in the Federal Government
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Office Furnishings
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Figure 6 -- White collar productivity appearsto have stagnated.
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Figure 7 -- Firm performances ar e heter ogeneous:
Market valueadded I T Capital, for Fortune 500 firms
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